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Model Interpretability



Interpretability

Example: longevity predictor

Y = M1X1 + M2X2 + M3X3 + B

Y = 3X1 + 9X2 - 16X3 + 2

X1 is mean lifespan of immediate family members over the past 100 years who 
share your gender (proxy for genetics)

X2 is hours of exercise per day

X3 is mean saturated fat per day
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Interpretability vs explainability

• Interpretable/explainable AI is a core topic in HAI worth 2 classes
• Many definitions out there, but for the purposes of this class, we will go with Amazon’s 

distinction

Interpretability — If a business wants high model transparency and wants to understand exactly 
why and how the model is generating predictions, they need to observe the inner mechanics of 
the AI/ML method. This leads to interpreting the model’s weights and features to determine the 
given output. This is interpretability.

Explainability — Explainability is how to take an ML model and explain the behavior in human 
terms. With complex models (for example, black boxes), you cannot fully understand how and 
why the inner mechanics impact the prediction. However, through model agnostic methods (for 
example, partial dependence plots, SHapley Additive exPlanations (SHAP) dependence plots, or 
surrogate models) you can discover meaning between input data attributions and model 
outputs, which enables you to explain the nature and behavior of the AI/ML model.

https://en.wikipedia.org/wiki/Black_box
https://towardsdatascience.com/model-agnostic-methods-for-interpreting-any-machine-learning-model-4f10787ef504
https://shap.readthedocs.io/en/latest/index.html


Related concepts

• Model trustworthiness

• AutoML / neural architecture search



Partial dependence plots
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Black-Box Explainability



Perturbation of Model inputs

• Create synthetic data with only part of the original attributes
• “I love ICS691D! I have attended every class.” à “I ICS691D! I have attended every class.” 

• Classify the synthetic data points
• Sentiment(“I ICS691D! I have attended every class.”) = 0.53

• Measure the importance of each attribute by the performance of the models with 
and without the features
• Sentiment(“I love ICS691D! I have attended every class”) = 0.95
• 0.95 – 0.53 = 0.42, so the word “love” has much importance

https://homes.cs.washington.edu/~marcotcr/blog/lime/



Surrogate models

https://deepandshallowml.files.wordpress.com/201
9/11/lime_intuition_final.png



Local interpretable model-agnostic explanations 
(LIME): Perturbation + surrogation

DeepFindr YouTube channel



SHAP (Shapley additive explanations)

• Based on Shapley values from cooperative/coalitional game theory
• Set of players S
• v(S) is a function that maps coalition S to a real number (“worth” of S)
• Contribution of player i to the coalition S:

Can think of coalition S as all input features to a model, where each player i 
is an input feature



SHAP (Shapley additive explanations)

DeepFindr YouTube channel



Saliency maps

Ribeiro et al. Why should i trust you?" Explaining the predictions of any classifier. SIGKDD 2016.



How to construct a saliency map

Many approaches.
• Occlusion- or perturbation-based: Methods 

like SHAP and LIME manipulate parts of the image to 
generate explanations (model-agnostic).
• Gradient-based: Many methods compute the gradient of 

the prediction (or classification score) with respect to the 
input features. The gradient-based methods (of which 
there are many) mostly differ in how the gradient is 
computed.
1. Perform a forward pass of the image of interest.
2. Compute the gradient of class score of interest with respect to the 

input pixels.
3. Visualize the gradients. You can either show the absolute values or 

highlight negative and positive contributions separately.
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Research funding in XAI: DoD, NSF, NIH, …



Venture capital funding in XAI



XAI Products
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So many startup ideas left untapped



XAI in Python: SHAP

SHAP GitHub



XAI in Python: SHAP

https://towardsdatascience.com/explainable-ai-xai-a-guide-to-7-packages-in-python-to-explain-your-models-932967f0634b



XAI In Python: LIME

https://towardsdatascience.com/explainable-ai-xai-
a-guide-to-7-packages-in-python-to-explain-your-
models-932967f0634b



XAI in Python: shapash 

Shapash



XAI in Python: Shapash



XAI in Python
Many, many other APIs in Python.

• SHAP

• LIME

• SHAPASH

• ELI5

• Explainable Boosting Machines (EBM)

• Dalex

• ExplainerDashboard

• Alibi

• Skater

• ExplainX.ai

• …


