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We all know about 
ChatGPT

How does it work?



Core Ingredients of ChatGPT

1. Self-supervised learning on the whole Internet

2. Fine-tune model using Reinforcement Learning from Human 
Feedback (RLHF)



What is Self-Supervised Learning?
• Simple idea: Train a model to make predictions of labels that are not provided by humans, like the next 

word in a sentence (no human labels required)
• Enables training on all the text possible



The power of Self-Supervised Learning

• If you have a model that can predict the next word given previous 
words, then you have a model that understands human language 
pretty well
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Next step: fine-tuning



Next step: fine-tuning

We start much closer to 
where we need to end 
up when we pre-train 
using self supervised 
learning



Fine-tuning with Reinforcement Learning

What is Reinforcement Learning at a very high level?



ChatGPT uses Deep Reinforcement Learning



Reinforcement Learning with Human Feedback 
(RLHF)
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This paradigm can probably be applied to 
many future applications…
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Reminder about next few weeks


