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End of Course



Multimedia Analytics

• Image processing

• Video processing

• Text processing

• Speech processing



Central Theme: How to Represent Data as Numbers?

If we can properly represent data as numbers, we have all the tools of 
math at our disposal to do whatever we want with the data



Image Processing



Images are a Matrix of Pixels



Images are a Matrix of Pixels



Images are a Matrix of Pixels



How do PhotoShop Effects Work?





https://setosa.io/ev/image-kernels/ 

https://setosa.io/ev/image-kernels/


The Convolutional Neural Network



Visualizing Feature Maps



Explainable AI for Images: Saliency Maps



Beyond Classification



Object Detection



Divide image into a grid
Use a set of base boxes per grid
Within each grid cell:
• Regress from each of the B base boxes to a final box with 5 numbers: box 

coordinates and confidence scores
• Predict scores for each of C classes (including background as a class)
• Looks a lot like a Region Proposal Network, but category-specific

YOLO Algorithm for Object Detection



Segmentation





Knowledge Scene Graph Prediction



3D Object Detection



Pose Estimation



Object Tracking



Video Processing



Like Image Processing, But On a Per-Frame Basis



Text Processing



How to Represent Text as Numbers?
Bag of Words



How to Represent Text as Numbers?
word2vec



Speech Processing



How to Represent Audio as Numbers?
Waveforms are just 1D arrays!



Generating Synthetic Data (e.g., DeepFakes)

• GANS

• Diffusion Models



Generative Adversarial Network (GAN)



Generative Adversarial Network (GAN)



GAN Training Process

• Generator G produces noise
• Discriminator D learns to classify noise vs. real
• D tells G how to make noise look more real
• G starts generating real-looking images
While True:

• D gets confused, tries harder to distinguish real 
vs. fake images

• G gets better at generating fake images

• D gets better at identifying fake images



GAN Training Process



Multiple Interacting Neural Networks

This is the first time in this class where we build a single system with 
multiple neural networks which interact with each other

This is a recurring theme in many new areas of deep learning



GAN Loss Function

Minimize loss for Generator; Maximize loss for Discriminator

Discriminator 
output for 
real data x

Discriminator output 
for generated fake 

data G(z)



GAN Loss Function
For Discriminator:

Discriminator 
output for real 
data x: as close 
to 1 as possible

Discriminator output for 
generated fake data 
G(z): as close to 0 as 

possible

Maximize to get D(X) as close to 1 Maximize to get D(G(z)) as close to 0



GAN Loss Function
For Generator (only cares about generated images):

Discriminator output for 
generated fake data 
G(z): as close to 1 as 

possible

Minimize to get D(G(z)) as close to 1



GAN Training Process

Alternate between:

• Gradient ascent for Discriminator

• Gradient descent for Generator



Diffusion Models



Diffusion Models



Applications of Generative Models



www.thispersondoesnotexist.com

http://www.thispersondoesnotexist.com/


Interpolating between random points in 
latent space



Latent Space Math



Latent Space Math





Obama Deepfake (2018)



Volodymyr Zelenskyy Deepfake (2022)



Text to Image


