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CES Course Evaluations

• Please fill out to help design future iterations of this course

• +2 points on the final exam for everyone if >95% class participation



Reminder of Deadlines

Final Project Code / Writeup: May 9 at 11:55pm

Final Exam (Laulima): May 15 at 5pm
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Quick Advertisement: Machine Learning for Healthcare Research

Final Exam Review

Course Review
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Core Ingredients of ChatGPT

1. Attention based Transformer decoder model (GPT)

2. Self-supervised pre-training 

3. Reinforcement Learning from Human Feedback (RLHF)
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We’ve talked 
about these 
first two 
ingredients 
extensively 
over the last 
few classes!



Quick Review: Attention based Transformer 
decoder model (GPT)

Self Attention:



Quick Review: Attention based Transformer 
decoder model (GPT)

GPT Model Architecture:



Quick Review: Self-supervised pre-training 
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Reinforcement Learning from Human Feedback (RLHF)

• Train a "reward model" directly from human feedback

• Use the model as a reward function to optimize an agent's policy (the text 
generator) using RL through an optimization algorithm
• Proximal Policy Optimization, a model-free policy estimation method, is 

used by OpenAI



Reinforcement Learning from Human Feedback (RLHF)

Text Generator (GPT): 
Policy Network Reward Network

Generated Text

Reward
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HAWAIʻI DIGITAL HEALTHCARE LAB

peterwashington.github.io

Peter Yiğitcan Washington
Assistant Professor

Information & Computer Sciences
University of Hawaiʻi at Mānoa

pyw@hawaii.edu

mailto:pyw@hawaii.edu


Feature extraction via 
automated algorithms and 

crowdsourcing

Digital diagnostics and 
adaptive therapies
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…

The Digital Phenotyping Process
Digital interventions for 

health monitoring



Part 1:
Methods



Multimodal Machine Learning



Multimodal Machine Learning



Fair Machine Learning

MSE +



Fair Machine Learning

Data Augmentation Upsampling



Personalized Machine Learning

AI Model 1

AI Model 2

AI Model 3



Personalized Machine Learning through Self-
Supervised Learning
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Personalized Machine Learning through Self-
Supervised Learning



Results: Wearable Biosignal-Based Stress 
Detection

Tanvir Islam and Peter Washington. “Personalization of Stress Detection 
Models using  Self-Supervised Learning.” In preparation. 2023.

• Question 1: I feel at ease
• Question 2: I feel nervous
• Question 3: I am jittery
• Question 4: I am relaxed
• Question 5: I am worried
• Question 6: I feel pleasant
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Results: Wearable Biosignal-Based Stress 
Detection

Tanvir Islam and Peter Washington. “Personalization of Stress Detection 
Models using  Self-Supervised Learning.” In submission. 2023.



Results: Speech-Based Emotion Recognition

Peranut Nimitsurachat and Peter Washington. “Self-Supervised Learning 
for Audio-Based Emotion.”  In preparation. 2023.



Benchmark Dataset Development



Benchmark Dataset Development



Part 2:
Applications



Detecting Blood Pressure Spikes

Dr. Kaholokula



Detecting Meth Craving and Use

PIKO Psychiatry

Dr. Guerrero Dr. Busch

Dr. PhillipsHeather Lusk



Social Media Data Mining



Autism Analysis for Public Health

Manuscript in preparation.



Autism Analysis for Public Health
Manuscript in preparation.



Nicotine Addiction Analysis on Social Media

Dr. Pokhrel

Dr. Amin

Manuscript in preparation.



Alzheimer’s and Parkinson’s Screening

Jerry Boster



Personalized Mood Analysis



Classification of Dementia using NLP



Cancer Diagnostics and Screening

Dr. Shepherd Dr. Sadowski



Digital Autism Diagnostics

Dr. Wall



Pediatric Sleep Behavior Analysis

Dr. Moreno

Dr. O’Connor



Machine Learning on NIH Datasets



Machine Learning on Hawaii-Specific Datasets



Opportunities to Work with Me

Undergraduate Students
• ICS 499 credits
• UROP funding (a few thousand dollars per semester)
• Honors thesis

Graduate Students
• ICS 699/700 credits (MS thesis Plan A)
• PhD advisorship
• If all goes well after 1 year of working for credits, there is a possibility of

RA/GAships (limited spots; pending grant funding)



HAWAIʻI DIGITAL HEALTHCARE LAB

peterwashington.github.io

Peter Yiğitcan Washington
Assistant Professor

Information & Computer Sciences
University of Hawaiʻi at Mānoa

pyw@hawaii.edu
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Which of the following algorithms is used for unsupervised learning?

A.K-Nearest Neighbors 
B.Support Vector Machines 
C. Random Forest 
D.K-Means Clustering
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Which of the following best describes self-attention in the 
context of deep learning?

A. A technique that allows a model to focus on different parts of 
an input sequence 

B. A regularization technique that encourages the weights of a 
model to be small 

C. A technique for reducing the dimensionality of a dataset by 
projecting it onto a lower-dimensional space
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Which of the following best describes the role of the Q-network 
in deep Q-learning?

A. The Q-network learns the optimal policy for the agent based 
on the current state of the environment 

B. The Q-network approximates the expected reward of taking a 
particular action in a particular state 

C. The Q-network is used to generate trajectories of states and 
actions for the agent to follow 
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Which of the following tradeoffs between types of neural 
network architectures is true?

A. MLPs are best suited for image recognition tasks, while CNNs 
are best suited for natural language processing tasks 

B. RNNs are best suited for sequence modeling tasks, while 
Transformers are best suited for image recognition tasks 

C. CNNs are best suited for tasks that involve local spatial 
relationships, while RNNs are best suited for tasks that 
involve temporal dependencies 

D. Transformers are best suited for tasks that involve structured 
data, while MLPs are best suited for tasks that involve 
unstructured data
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Suppose you are training a neural network for a classification 
task with a large dataset. During training, you notice that the 
model is overfitting to the training data, as the training accuracy 
is much higher than the validation accuracy. Which of the 
following is a potential solution to reduce overfitting?

A. Increase the number of epochs for training. 
B. Decrease the batch size for training. 
C. Use data augmentation techniques to generate more training 

data. 
D. All of the above are possible solutions.
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Suppose you are training a deep neural network on a large dataset. After 
several training epochs, you notice that the network's training loss 
continues to decrease, but the validation loss plateaus and then starts to 
increase. Which of the following is a possible explanation for this 
behavior?

A. The network is underfitting the data, and adding more layers or 
neurons may improve performance.
B. The network is overfitting the data, and reducing the model complexity 
or applying regularization may improve performance.
C. The learning rate is too high, and reducing it may improve performance.
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Suppose we have a 1000x1000x3 dimension input image (width x height x 
channel). We apply a convolutional layer with 50 5x5 kernels. What is the 
dimension of the resulting tensor (width x height x channel) if we have 
stride=2 and no padding?

A. 499x499x50 
B. 498x498x50 
C. 500x500x50 
D. 502x502x50
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Core Ingredients of Machine Learning

• How will you represent your input data / features?

• What are you trying to optimize for / what is your loss function?

• What type of model are you going to use?

• How will you evaluate your model for success?



Feature Representations

• Dimensionality Reduction

• Feature Representation Engineering

• Feature Selection



Loss Functions

• Mean Square Error (MSE) à Regression

• Cross Entropy à Classification

• Custom loss functions for new applications (reinforcement learning, 
generative models, representation learning, etc)



Models

• Classical ML models
• Simple data (tabular data / CSV files)

• Deep learning
• Complex data (images, video, text, sound, etc)



Evaluation

• MAE / MSE / RMSE à Regression

• Accuracy, Precision, Recall, Specificity, AUROC, F1-Score, … à Classification

• Specialized evaluation metrics for specialized applications



ML is an art and a science



Applications of ML



Go out there and change the world
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