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Any questions on HW3? All HW3 material will 
be on the exam.







Logistic Regression: Applications



Linear Regression: Applications



K-Nearest Neighbors: Applications



Naïve Bayes: Applications



Decision Trees: Applications



Random Forests: Applications



Support Vector Machines: Applications



K-Means Clustering: Applications



You should now be able to understand a 
vast array of machine learning-related 
research papers and technical reports



Example paper 1















Example paper 2













What to know for this exam

• The ML process, including evaluation of ML models

• High level of how the fundamental ML models work

• Comparison of fundamental ML models

• How (parametric) models learn: gradient descent



The ML Process















Comparison of Fundamental ML Models



Most/all applications could use any of these models. 
Which one works better depends on the dataset.







Good way to study: look at each hyperparameter 
in scikit-learn for the models we have learned in 
class. Do you understand what each 
hyperparameter means? Do you understand the 
tradeoffs between the different values of the 
hyperparameters?





















Do this for all the other models we learned in 
class as well.

• RandomForestClassifier
• RandomForestRegressor
• LinearRegression
• KNeighborsClassifier
• BernoulliNB
• …



Understand tradeoffs between models as well.

• Types of predictions that can be made (classification vs. regression, 
binary vs. multi-class, supervised vs. unsupervised, etc).

• Types of decision boundaries that can be learned.

• Learning speed and memory.

• Prediction speed and memory.



Models are Engineered, Not Laws of Nature!

• We want to minimize loss (error), but we can define loss in many ways
• We want models that can separate our data well. There are many ways to

separate the outcome (y values) based on the input data (X values).
• In general, the answer to “Could we change this method by ___” is “yes”

• These are algorithms which can be modified and extended
• Again, not laws of nature
• But you should understand how then basic methods work so that you understand 

what the effect of changing them will be (“know the rules before you break them”)



True or False? Training a k-nearest-neighbors 
classifier takes more computational time than 
applying it.



True or False? Training a k-nearest-neighbors 
classifier takes more computational time than 
applying it.

False.



True or False? Training a k-nearest-neighbors 
classifier takes more computational time than 
applying it.

False.



True or False? The more training examples, the 
more accurate the prediction of a k-nearest-
neighbors.



True or False? The more training examples, the 
more accurate the prediction of a k-nearest-
neighbors.

True.



True or False? k-nearest-neighbors cannot be 
used or modified for regression.



True or False? k-nearest-neighbors cannot be 
used or modified for regression.

False.



True or False? k-nearest-neighbors is sensitive
to outliers.



True or False? k-nearest-neighbors is sensitive 
to outliers.

True.



Which of these models can separate the 
following data?

Logistic regression

Hard-margin SVM without increasing the 
dimensionality (linear kernel)

SVM with polynomial kernel

Decision Tree

3-Nearest Neighbors using Euclidean distance



Which of these models can separate the 
following data?

Logistic regression

Hard-margin SVM without increasing the 
dimensionality (linear kernel)

SVM with polynomial kernel

Decision Tree

3-Nearest Neighbors using Euclidean distance





Answer: B





True or False: 5-nearest neighbors is more 
robust to outliers than 1-nearest neighbors



True or False: 5-nearest neighbors is more 
robust to outliers than 1-nearest neighbors

True.



True or False? A tree with depth of 3 has 
higher variance than a tree with depth of 1.



True or False? A tree with depth of 3 has 
higher variance than a tree with depth of 1.

True.



True or False? A tree with depth of 3 has 
higher variance than a tree with depth of 1.

True.



True or False? A tree with depth of 3 has 
higher bias than a tree with depth of 1.



True or False? A tree with depth of 3 has 
higher bias than a tree with depth of 1.

False.



True or False? A tree with depth of 3 never has 
higher training error (error on the training set) 
than a tree with depth 1.



True or False? A tree with depth of 3 never has 
higher training error (error on the training set) 
than a tree with depth 1.

True.



True or False? A tree with depth of 3 never has 
higher test error (error on the training set) than a 
tree with depth 1.



True or False? A tree with depth of 3 never has 
higher test error (error on the training set) than a 
tree with depth 1.

False.



True or False? Decision trees with depth one 
will always give a linear decision boundary.



True or False? Decision trees with depth one 
will always give a linear decision boundary.

True.



True or False? Decision trees with depth one 
will always give a linear decision boundary.

True.



True or False? Logistic Regression will always 
give a linear decision boundary.



True or False? Logistic Regression will always 
give a linear decision boundary.

True.



True or False? Logistic Regression will always 
give a linear decision boundary.

True.





Answer: A.





Answer: A.



True or False: An important advantage of 
support vector machines (SVMs) is that they 
can directly implement classifiers with a large 
number of classes.



True or False: An important advantage of 
support vector machines (SVMs) is that they 
can directly implement classifiers with a large 
number of classes.

Answer: False.



True or False: The ID3 decision tree learning 
algorithm can only work for binary classification 
problems.



True or False: The ID3 decision tree learning 
algorithm can only work for binary classification 
problems.

Answer: False.



True or False: The ID3 decision tree learning 
algorithm can only work for binary classification 
problems.

Answer: False.



True or False: An advantage of using decision trees 
for machine learning is that the classifiers 
produced can be easily implemented with rules.



True or False: An advantage of using decision trees 
for machine learning is that the classifiers 
produced can be easily implemented with rules.

Answer: True.



True or False: In theory, a decision tree with N 
Boolean variables can represent any Boolean 
function over those N variables.



True or False: In theory, a decision tree with N 
Boolean variables can represent any Boolean 
function over those N variables.

Answer: True.



True or False: In theory, a decision tree with N 
Boolean variables can represent any Boolean 
function over those N variables.

Answer: True.



In Model based learning methods, an iterative 
process takes place on the ML models that are 
built based on various model parameters, called ?

A. mini-batches 
B. optimizedparameters
C. hyperparameters 
D. superparameters



In Model based learning methods, an iterative 
process takes place on the ML models that are 
built based on various model parameters, called ?

A. mini-batches 
B. optimizedparameters
C. hyperparameters 
D. superparameters

Answer: C



Which of the following models is capable of 
learning a NON-LINEAR decision boundary?

A. y = sigmoid(w0 + w1x1)
B. y = sigmoid(w0 + w1x1

3)
C. y = sigmoid(w0 + w1x1 + w2x2 - w3x3)
D. All of the above.



Which of the following models is capable of 
learning a NON-LINEAR decision boundary?

A. y = sigmoid(w0 + w1x1)
B. y = sigmoid(w0 + w1x1

3)
C. y = sigmoid(w0 + w1x1 + w2x2 - w3x3)
D. All of the above.

Answer: B.



Which of the following models is not 
optimized with a loss function?

A. Logistic Regression
B. Linear Regression
C. Naïve Bayes
D. All of the above use a loss function



Which of the following models is not 
optimized with a loss function?

A. Logistic Regression
B. Linear Regression
C. Naïve Bayes
D. All of the above use a loss function

Answer: C



Which evaluation metric below performs
poorly with an imbalanced dataset?

A. Negative Predictive Value
B. Positive Predictive Value
C. Accuracy
D. True Positive Rate
E. True Negative Rate



Which evaluation metric below performs 
poorly with an imbalanced dataset?

A. Negative Predictive Value
B. Positive Predictive Value
C. Accuracy
D. True Positive Rate
E. True Negative Rate

Answer: C







True or False: Simpler models are only preferred 
over more complex models when there are limited 
computational resources.



True or False: Simpler models are only preferred 
over more complex models when there are limited 
computational resources.

Answer: False.



True or False: Simpler models are only preferred 
over more complex models when there are limited 
computational resources.

Answer: False.



Which of the gradient descent methods is fastest 
per iteration?

A. Batch Gradient Descent
B. Mini-Batch Gradient Descent
C. Stochastic Gradient Descent
D. All of the above are equally fast per iteration



Which of the gradient descent methods is fastest 
per iteration?

A. Batch Gradient Descent
B. Mini-Batch Gradient Descent
C. Stochastic Gradient Descent
D. All of the above are equally fast per iteration

Answer: C



If the loss function is convex, then gradient 
descent will eventually converge towards a global 
___.

A. Maximum
B. Minimum
C. Impossible to tell



If the loss function is convex, then gradient 
descent will eventually converge towards a global 
___.

A. Maximum
B. Minimum
C. Impossible to tell

Answer: B



True or False: Gradient Descent only works for 
2-dimensional input data. 



True or False: Gradient Descent only works for 
2-dimensional input data. 

Answer: False



True or False: Gradient Descent will work with 
a non-differentiable loss function.



True or False: Gradient Descent will work with 
a non-differentiable loss function.

Answer: False


