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Lecture 19:  One Way ANOVA 
 

Some Common Sense Assumptions for ANOVA: 

 

1. The variable used is appropriate for a mean (interval/ratio level).  (Hint for exam: no student 

project should ever violate this nor have to assume it. Your data set will this sort of 

variable.) 

2. The data comes from a random sample.  (Hint for exam: all student projects violate this 

assumption.) 

3. The (test variable in each) populations under study is normally distributed.  Now we have at least 

3 populations.  If we tested the mean age of 3 different ethnicities we would assume that age was 

normally distributed in each of the 3 ethnic populations. .   Hint for exam: you will make this 

assumption! 

4. The populations from which the samples are drawn from all have the same (unknown) variance.   


= 

= 
=  (Hint for exam: you do not have to mention this assumption, most likely 

you are okay.) 

5. The samples are independent of each other. This is the same type of independence as for two 

sample hypothesis tests (but of course in ANOVA we have more than two samples). The two 

samples are independent.  Definition of "independence" from the book says, "A sample selected 

from the first population is said to be an independent sample if it isn't related in some way to the 

data source found in the second population."  The sixth edition defines dependence as, “If the 

same (or related) data sources are used to generate the data sets for each population, then the 

samples taken from each population are said to be dependent.”    An example of two dependent 

samples would be any “before and after” type of test or measure, or if we were looking at the 

average age between parents and children.    By definition we know that a parent is older than 

their children.   Also if we were looking at mean age between husbands and wives, typically (not 

always) husbands tend to be older than their wives.  In these two cases the samples are 

dependent.  (Hint for exam: you do not have to mention this assumption, most likely you 

are okay.) 
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Theory Behind one way ANOVA 

Two sample hypothesis tests allowed us to check to see if two means were equal.    But what do 

we do if we want to compare more than 2 means?  ANOVA or analysis of variance allows us to check 

for equality of means for more than 2 samples (or groups).    

We will use one-way ANOVA which only allows us to look at one variable at a time.   There are 

ANOVA tests (two-way, etc.) that allow us to examine multiple variables, but we will not cover them in 

this course.  Just know that they exist and you may cover them in higher statistics.    

Essentially the 7 steps to hypothesis testing are used in ANOVA with a few differences.   The “test 

ratio or TR” formula is computed as a ratio or fraction of  

ANOVA “TR”=  the average variation between groups   

                             average variance within groups 

 

So there are two ways for any fraction to produce a large number – a big top number or a small 

bottom number.   

Recall to get the number of fraction you divide the top number by the bottom number: e.g. ½ = 1 

divided by 2 = 0.5. 

When the top number in a fraction is small that means a small number overall: 

10/10= 1 

5/10 = 0.5 

1/10 = 0.1 

In the fractions above, we kept the bottom number the same and made the top number smaller.  

Notice how the “overall number” of the fraction got smaller?  The same happens if we keep the top 

number the same but make the bottom number smaller – the number the fraction represents gets 

bigger.   
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10/10=1   10/5=2 10/2=5  10/1=10.    

Well back to our TR test.   If the average variation between groups is small (the top number in TR 

fraction) then we will have small TR.  As in all the other tests a small TR means likely that we will Fail 

to Reject the Null (FTR).    And if the variation with in the groups is smaller it also make the TR 

fraction a bigger number.   

Another way to look at between groups variation and its relationship to the TR ratio:  sample mean 

is an unbiased estimator of population mean, therefore sample mean should be close to population 

mean, implying a very small variation between groups.  If they all come from the same population, 

then there should be very small variation among the means.  Small variation amongst the means 

leads to FTR.    

For example look at the following means: 

Example 1   Example 2  

Front 40 front 22 

Middle 41 middle 40 

Back 42 back 60 

mean 41   41 

 

Although both groups have essentially the same mean, the first set of numbers has very little 

variation between the 3 groups and the second one has relatively large variation.  If the means in 

Example 1come from the same population, then the variance of means between groups should be 

small -- implying a small numerator (top number in the TR fraction) and FTR.    In example 2, the 

means probably come from different populations as the variance of means between the groups is 

larger – implying a large numerator and a “reject the null” decision in step 7. 
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The denominator of the TR ratio is computed differently and we will examine that later in the 

lecture. 
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Example of One-way ANOVA where we reject the null hypothesis 

See the bottom of lecture 19c: SPSS output (19c_SPSS.pdf) for an example of ANOVA 
where you fail to reject the null hypothesis. 

In this example the actual #’s are from the problem done in the book Statistics: A First Course 

(section 11.2 in the fifth edition pg. 423-426 and section 10.2 in the sixth edition pp448-451).   The 

numbers are from this problem, but I changed the story for the numbers to make it easier to 

understand. 

Grocery stores put milk in the back of the store.  If you come in just to buy milk, you will have to 

walk through the whole store to get to the milk and then you might see something else you need, 

thereby increasing total sales volume.    

Pretend the C&C of Honolulu is going to use this theory and put a small retail store in the front of its 

Satellite City Hall location in Ala Moana Shopping Center.   The idea is that if you come in to license 

your car, but you have to walk through a small retail store before you get to the counter and that store 

has cool little things to buy (i.e. lifeguard coffee cups, firefighter t-shirt, etc) you will buy something on 

the way to do your official county business.  So you came to the city hall to license your car, but you 

end up buying some of their retail merchandise.  In this way the C&C of Honolulu might make more 

money!   

So pretend the manager in the county want to do a pilot study to see if the location of the retail 

store inside of the city hall actually affect the sales volume of the retail items.   They expand this 

program in its other locations, so it will do a pilot study an see if sales are affected by where the retail 

store is located – in the front, middle, or back of the building. 

So retail stores are placed in 3 different locations in 3 different stores and sales volume is 

monitored.   Each store manager randomly samples total sales for 6 days (n=6).    

https://laulima.hawaii.edu/access/content/user/hallston/341website/19c_SPSS.pdf
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Total Sales (in thousands) by location of retail section in Satellite City Hall 

Day front  middle back 

x1 45 55 54 

x2 56 50 61 

x3 47 53 54 

x4 51 59 58 

x5 50 58 52 

x6 45 49 51 

Test the theory or hypothesis that the mean sales are equal in the three populations 

that correspond to the three store locations (front, middle, and back).  Conversely do 

an ANOVA test to prove that not all three populations that correspond to the three 

store locations (front, middle, and back) have equal mean sales. 

another version of the plain English 

Test the hypothesis or theory that the mean sales are equal in the three populations 

that correspond to the three store locations.  Conversely try to prove that the mean 

sales are not equal in the three populations that correspond to the three store 

locations. 

1. State the null and alternative hypothesis  (H0  and H1). 

H0:  F = M = B   

H1:  not all population means are equal 

2. State level of significance or   “alpha.” 

For this example we’ll use alpha =.05 

3. Determine the test distribution to use – ANOVA tests use F distribution.  
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4. Define the rejection regions.  And draw a picture!  (You need the f table for this part) 

   dfnumerator=k-1      dfdenominator=T-k 
k= # of samples               T=total # of items in all samples 

for “samples” think number of groups or categories  the I/R variable is “chopped up” into.  Our I/R 
variable ($milk sales in $1,000’s) is chopped up into 3 categories (front, middle, back) by an ordinal 
level variable. 

in this case dfnumerator=3-1 =2  & dfdenominator=18-3=15 

F(2,15, =.05)=3.68     (draw it out) 

 
                                                                    3.68 
Digital artwork courtesy of Janet Howze.  Thanks Janet! 
 

5. State the decision rule. 

Reject the null if the TR >3.68, otherwise FTR. 

6. Perform necessary calculations on data and compute TR value. 

In this case  

TR= 

   

ˆ s 2between

ˆ s 2within
 

 

 

 

http://www.ma.utexas.edu/users/davis/375/popecol/tables/f005.html
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
between 

Day data (x) Day data (x) Day data (x) 

 Front  Middle  Back 

x1 45 x1 55 x1 54 

x2 56 x2 50 x2 61 

x3 47 x3 53 x3 54 

x4 51 x4 59 x4 58 

x5 50 x5 58 x5 52 

x6 45 x6 49 x6 51 

Sum 294 Sum 324 Sum 330 

mean 49 Mean 54 mean 55 

grand mean=52.6   (49+54+55)/3=52.6 


between=  n1(x-bar1-grand mean)2 + n2(x-bar2-grand mean)2 + n3(x-bar3-grand mean)2 

                                                        k-1 

=    6(49-52.6)2 + 6(54-52.6)2+ 6(55-52.6)2 

 3-1 

   

6(-3.6)2 + 6(1.4)2+ 6(2.4)2

2
=

6(12.96) + 6(1.96) + 6(5.76)

2
=

   

77.76 +11.76 + 34.56

2
=

124.08

2
 

= 124 =  62 

      2 


within 
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"Front" store -- milk case in front of store  "Middle" store -- milk case in middle of 

store 

day data 

(x) 

mean x - 

mean 

(x-

mean)2 

 day data 

(x) 

mean x - 

mean 

(x-

mean)2 

x1 45 49 -4 16  x1 55 54 1 1 

x2 56 49 7 49  x2 50 54 -4 16 

x3 47 49 -2 4  x3 53 54 -1 1 

x4 51 49 2 4  x4 59 54 5 25 

x5 50 49 1 1  x5 58 54 4 16 

x6 45 49 -4 16  x6 49 54 -5 25 

sum 294  0 90  sum 324 54 0 84 

mean 49     mean 54    

 

 

 

"Back" store -- milk case in back 

of store 

 

day data (x) mean x - 

mean 

(x-

mean)2 

x1 54 55 -1 1 

x2 61 55 6 36 

x3 54 55 -1 1 

x4 58 55 3 9 
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x5 52 55 -3 9 

x6 51 55 -4 16 

sum 330 55 0 72 

mean 55    

 


within =  d2

1  +  d2
2  +  d2

3  +  d2
k 

                                         T - k     

d2
1= sum of squared differences for first sample:  − 2)( xx   

d2
2= sum of squared differences for second sample:  − 2)( xx     etc. etc etc. 

T= total # of all items in the all samples (n1 + n2 + n3 + …+ nk)  

k= number of samples (think “groups” or “categories”) 

 


within =90 + 84 + 72  = 246 =  16.4 

                   18-3               15     

TR Calculation 

TR= 
between          (Carrot hats over the ’s!!) 

        
within  

    =  62.0 = 3.78 
        16.4 

7. Compare TR value with the decision rule and make a statistical decision.  (Write out 

decision in English! -- my addition) 

Comparing our TR value to the critical value stated in step #5, we see that TR> 3.68.  Therefore, 

reject the null and conclude with at least 95% confidence that at least one of the populations that 

corresspond to the three different City Hall retail store locations is likely to have greater or fewer mean 

sales than the other.   Additional research is needed to define the nature of this relationship between 

total sales and location of retail store placement.   

What is the wording when we fail to reject the null hypothesis? 

When we fail to reject the null hypothesis we say “Insufficient evidence to reject theory that 

__________ “ [insert Ho in plain English.] 
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You do not “conclude” null, so much as you can only say “insufficient evidence to reject theory in 

null” which relates to the way science progresses. Until there is evidence to reject the theory the 

theory stands.  We are not 95% confident or anything like that.    

See the bottom of lecture 19c: SPSS output (19c_SPSS.pdf) for an example of ANOVA 
where you fail to reject the null hypothesis 

 

SPSS output below…  

https://laulima.hawaii.edu/access/content/user/hallston/341website/19c_SPSS.pdf
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The Beauty of SPSS 

(See lecture 19c: SPSS output (19c_SPSS.pdf) for full instructions.) 

 

This is all so much easier with the computer.  The computer did in fractions of a second what took 

us a whole lot longer by hand.  

 

I just created two variables:  sales = sales in thousands of $ (continuous ratio variable) and 

location= location of retail store (ordinal discrete variable where 1= front, 2= middle, and 3= back).   

 

Here is the data: 

 

 

https://laulima.hawaii.edu/access/content/user/hallston/341website/19c_SPSS.pdf
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Here is the output: 

 

 

 

below is additional output I requested from SPSS while doing ANOVA 
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F Table for .05 
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