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Lecture 20: Chi Square 
Note the first type of chi square in this lecture -Goodness of Fit- is not 
currently on the take home test. See “contingency” or “independence” test 
below.  I write this on the test but you’d be surprised how many miss it. 

Introduction 

Up until now, we done statistical test using means, but the assumptions for means have eliminated 
certain types of variables.    For example, since the mean is not an appropriate measure of central 
tendency for nominal data, we have not been able to use these sorts of variables.   Chi-square tests 
allow us to do so.   

 

There are two types of Chi-square tests:   

Goodness of Fit tests look at one variable only, and  
Contingency Table Tests (or Tests of Independence) allow us to examine two variables at a time. 
 

Goodness of Fit – note this is not currently on the take home test. See 
“contingency” or “independence” test below 

Some Common Sense Assumptions Chi-Square Goodness of Fit test: 

1. Discrete data only.  Chi-square is best for Nominal Data. (Hint for exam: no student project 
should ever violate this nor have to assume it. Your data set will have this sort of 
variable.) 

2. We examine only one variable at a time. (Hint for exam: no student project should ever 
violate this nor have to assume it. Your data set will one variable.) 

3. The categories of the variable are mutually exclusive. (Hint for exam: no student project 
should ever violate this nor have to assume it. Your data set will have this sort of 
variable.) 

4. The data comes from a random sample. (Hint for exam: all student projects violate this 
assumption.) 

5. Frequency counts can be obtained for each of the possible categories of the variable. (Hint for 
exam: no student project should ever violate this nor have to assume it. Your data set 
will this sort of variable.) 

6. The expected frequency count for each category of the variable is at least 5.   (This suggests 
that large n’s are best).  (Hint for exam:  if you violate this SPSS will give you and “error 
note” along with your output.) 

7. With Chi-Square here is not an assumption of a “normal distribution” of any kind. 
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Theory Behind Goodness of Fit 

A goodness of fit test looks to see whether a single variable follows or “fits” some hypothesized 
probability distribution.   For example, maybe we would expect that in a population of surfers, there 
would be an equal number of longboarders and shortboarders.    Maybe we would expect it not to be 
equal!  Goodness of Fit allows us to test either theory. The point here is that these probability 
distributions can follow any pattern that theory suggests. 
 
We can also look at “market share.” Maybe we could look at type of plate lunch ordered and we 
would expect people to order an equal number of each.  Maybe a beer marketing firm says that 50% 
of beer drinkers on the island drink Bud products, 25% drink Coors, and another 25% drink Miller.  
We could see if that is true. The point here is that these probability distributions can follow any pattern 
that theory suggests.      
 
We could look at “market share” of felons in prison for drug dealing.  Pretend want to measure 
policing of drug crimes and we want to know what sorts of drug dealers are being caught?  Pretend 
the mayor has asked the cops  to concentrate on arresting methamphetamine dealers.  So we could 
test the theory that the police arresting an equal number of Ice (or methamphetamine), marijuana, 
and crack dealers.  If so, then about 33% of the arrests should be for crack, 33% for Ice, and 33% for 
marijuana.  If we can prove this theory wrong, the police are NOT arresting all types of drug dealers 
equally.    
 
By the way, we could also change the percentages in each category and test them.  We won’t do that 
below, but pretend the mayor wanted at least 50% of all drug arrests for Ice and the remaining split 
evenly: 25% for marijuana and 25% for crack.  The point is you can test any proportions or 
percentages that theory suggests, it just makes for slightly easier math to in step 6 to make all 
categories equal. 
 
You could investigate whether an equal percentage of the population supports a particular public 
policy.  So for example, in recent years many state legislatures have looked at abolishing the death 
penalty.   Hawaii does not have the death penalty, but getting rid of the death penalty is attractive to 
some states for a variety of reasons such as it costs 10 times more to execute someone as to put 
them in prison “for life,” the death penalty does not lower murder rates, we accidently kill innocent 
offenders often, etc.  In my criminal justice courses I go into greater detail on these matters.  But let’s 
look at support for the death penalty.   
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Example of Goodness of Fit Test 
 
Let’s use the death penalty example.  Pretend we have a question “Do you support or oppose the 
death penalty?” 
1 = support the death penalty 
2 = oppose the death penalty 

 
DP # of persons  

Support 50 

Oppose 25 

 
In plain English we will test the theory that the population distribution is uniform – an equal 
percentage of the population supports as opposes the death penalty.  Or we will try to prove 
the population distribution is not uniform – an unequal percentage of the population supports 
as opposes the death penalty 
 
1. State null and alternative hypothesis. 
Ho:  The population distribution is uniform – an equal percentage of the population an equal 
percentage of the population supports as opposes the death penalty  
H1:  The population distribution is not uniform – – an unequal percentage of the population 
supports as opposes the death penalty  
 
2. State level of significance or a  “alpha.” 
For this example we’ll use alpha =.05 
 
3. Determine the test distribution to use – Chi Square tests use X2 distribution.  
 
4. Define the rejection regions.  And draw a picture! 
       df= k-1  (where k= # of categories in variable).  In this case df = 2-1 = 1.   Using Appendix 6 (or 
the chi square table linked in our course schedule ) the critical value df=1area in tail - .05   = 3.84 
 
5. State the decision rule. 
Reject the null if the TR >3.84, otherwise FTR. 
 
6. Perform necessary calculations on data and compute TR value. 

Recall in the take home tests you do NOT have to do the math by hand.  In this step write, “SPSS 
says TR =______” and report the correct SPSS TR.   Below I show you how the math is done by 
hand for illustrative purposes.   

 

TR=

   

å
(O- E)2

E
   

O = # of observed cases    E = # of expected cases 
 
note how the TR formula above looks a bit like a variance formula 
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 = =  This (population) variance formulas sort of asks “on average how much to all of these x’s differ from 

the mean?” 
 
Well the TR formula above sort of asks “on average how much do our observations differ from what our theory expected?” 
If they differ a lot from the theory, the we will reject the theory.  If they do not differ a lot from the theory, then the theory is 
probably correct, or at least we do not have sufficient evidence to reject the theory. 
Large differences between expected and observed values will tend to have larger numerators in the fraction and thus larger 
TR values and thus “tend towards significance.” 
What happens when the number on the top of the fraction gets larger relative the number on the bottom of the fraction?  
The number represented by the fraction “gets bigger:” 
1/10 2/10  3/10 5/10 10/10 20/10  note how the numbers get bigger as the top number of the fraction grows larger. 

Test Ratio Computation       

DP Observed Expected O - E (O - E)2 (O - E)2/E 

Support 50 37.5 12.5 156.25 4.167 

Oppose 25 37.5 -12.5 156.25 4.1667 

 (sum) 80 75     8.333 

 
 
 

TR = 8.33 

 
7. Compare TR value with the decision rule and make a statistical decision.  (Write out 

decision in English! -- my addition) 
In this case TR is more than 3.84 and therefore we reject the null and conclude the population 
distribution is not uniform – an unequal percentage of the population supports as opposes the 
death penalty 

 

What is the wording when we fail to reject the null hypothesis? 

When we fail to reject the null hypothesis we say “Insufficient evidence to reject theory that __________ “ [insert Ho in plain 
English.] 
 

Using SPSS 

Below is the output for these data using SPSS.   See lecture 20c_SPSS.pdf for how to have SPSS 
create this output.      

https://laulima.hawaii.edu/access/content/user/hallston/341website/20c_SPSS.pdf
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Contingency Table or Test for Independence 

A contingency table test allows us to test whether 2 variables are independent of each other.   That is 
to say, does one variable affect the outcome of another?  If they are truly independent then one 
variable DOES NOT affect the outcome of the other.  

 
Some Common Sense Assumptions for Contingency Table Test: 

1. Discrete data only.  Chi-square is best for Nominal Data. (Hint for exam: no student project 
should ever violate this nor have to assume it. Your data set will have this sort of variable.) 

2. We examine only two variables at a time. (Hint for exam: no student project should ever 
violate this nor have to assume it. Your data set will two variables.) 

3. The data comes from a random sample. (Hint for exam: all student projects violate this 
assumption.) 

4. The categories for each of the two variables are mutually exclusive. Hint for exam: no student 
project should ever violate this nor have to assume it. Your data set will have this sort of 
variable.) 

5. Frequency counts can be obtained for each of the possible categories of the two variables.  (Hint 
for exam: no student project should ever violate this nor have to assume it. Your data set 
will have two such variables.) 

6. The expected frequency count for each cell of the contingency table is at least 5.   (This suggests 
that large n’s are best). (Hint for exam: It is likely you will violate this assumption.  If you 
violate it, SPSS will give you and “error note” along with your output.) 

7. With Chi-Square here is not an assumption of a “normal distribution” of any kind. 
 

 

Example of Contingency Table Test     

Public opinion surveys in the US tend to show that there is a relationship between gender and support 
for the death penalty.  In general, men are stronger supporters of the death penalty than women. 
 
So we have two variables:  gender (1=male 2= female) and a question “Do you support or oppose the 
death penalty?” 
(1 = support the death penalty  2 = oppose the death penalty).    
 
So, in plain English, we will do a Contingency Table Chi Square (or a Chi-Square Test of 
Independence) to test the theory that whether or not someone supports the death penalty is 
independent of or NOT related to whether they identify as male or female.   Or conversely, attempt 
do the chi-square test to prove that whether or not someone supports the death penalty is dependent 
upon or related to whether they identify as male or female. 
 
Say the two variables “cross-tabulate” like this: 
 

 Male Female 

Support 26 3 

Oppose 24 22 
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1. State null and alternative hypothesis. 
Ho:  whether or not someone supports the death penalty is independent of or NOT related to 
whether they identify as male or female 
H1:  whether or not someone supports the death penalty is dependent upon or related to whether 
they identify as male or female. 
 
2. State level of significance or a  “alpha.” 
For this example we’ll use alpha =.05 
 
3. Determine the test distribution to use – Chi Square tests use X2 distribution.  
 
4. Define the rejection regions.  And draw a picture! 
       df= (r-1) (c -1)  (where r= # of rows in table and c= # of columns in the table).  In this case df = (2-
1) (2-1) = 1. Using Appendix 6 (or the chi square table linked in our course schedule ) the critical value 
df=1  area in tail - .05   = 3.84 
 
5. State the decision rule. 
Reject the null if the TR > 3.84, otherwise FTR. 
 



 8 

6. Perform necessary calculations on data and compute TR value. 
 
Recall in the take home tests you do NOT have to do the math by hand.  In this step write, “SPSS 
says TR =______” and report the correct SPSS TR.   Below I show you how the math is done by 
hand for illustrative purposes.   
 

TR=

   

å
(O- E)2

E
   

O = # of observed cases    E = # of expected cases 
 
Again, note how the TR formula above looks a bit like a variance formula 

 

 = =  This (population) variance formulas sort of asks “on average how much to all of these x’s differ from 

the mean?” 
 
Well the TR formula above essentially asks “on average how much do our observations differ from what our theory 
expected?”  If they differ a lot from the theory, the we will reject the theory.  If they do not differ a lot from the theory, then 
the theory is probably correct, or at least we do not have sufficient evidence to reject the theory. 
Large differences between expected and observed values will tend to have larger numerators in the fraction and thus larger 
TR values and thus “tend towards significance.” 
What happens when the number on the top of the fraction gets larger relative the number on the bottom of the fraction?  
The number represented by the fraction “gets bigger:” 
1/10 2/10  3/10 5/10 10/10 20/10  note how the numbers get bigger as the top number of the fraction grows larger. 

 
E = # of expected cases  [E=(row total) (column total)/grand total] 

  Male Female total 

Support (o) 26 3 29 

(E) 19.3 9.7   

Oppose (0) 24 22 46 

(E) 30.7 15.3   
column 
totals 50 25 75 

 

row-col 
(cell) 

Observed Expected O -E (O - E)2 (O - E)2/E 

1 1  26 19.3 6.7 44.44 2.299 

1 2 3 9.7 -6.7 44.44 4.598 

2 1  24 30.7 -6.7 44.44 1.449 

2 2  22 15.3 6.7 44.44 2.899 

        = 11.244 

 
TR= 11.244     
 
7. Compare TR value with the decision rule and make a statistical decision.  (Write out 

decision in English! -- my addition) 
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Since TR is greater than 3.84 we reject null and conclude alternative.   In plain English we say 
whether or not someone supports the death penalty is dependent upon or related to whether they 
identify as male or female. 
 
 

Again, TR value is essentially a ratio that computes a variance or “an average of the sum of the 
squared deviations from the expected value” where large differences in the numerator tend to make 
the fraction (or ratio) large.   Large differences thus tend towards significance.   
 

What is the wording when we fail to reject the null hypothesis? 

When we fail to reject the null hypothesis we say “Insufficient evidence to reject theory that 
__________ “ [insert Ho in plain English.] or  
 
Insufficient evidence to reject theory that whether or not someone supports the death penalty is 
independent of or NOT related to whether they identify as male or female 
 

 

Using the SPSS 

Below is the output from SPSS for these data.  To see how to make SPSS create this output see 

lecture 20c_SPSS.pdf. For the TR value you look at “Pearson Chi-Square” Row under “Value” and 

the p value is under the “Asymp. Sig. (2-sided)   
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